A model for the immune system response to HIV: AZT treatment studies
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Abstract
We use mathematical models to describe the interaction of the immune system with the human immunodeficiency virus (HIV). Our model includes T-lymphocytes and macrophages, cells which can be infected with the virus. Using our model we compare the efficacy of AZT treatments given at different stages of disease progression in order to predict when treatment should be initiated.
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18.1 Introduction

Over the past decade, a number of mathematical models have been developed to describe the interaction of the immune system with the human immunodeficiency virus (HIV). For example, Merrill (1989), Nowak et al. (1990), Nowak and May (1990, 1991, 1992), McLean (1988, 1990), McLean and Nowak (1991), Anderson and May (1989), Nelson and Perelson (1992), and Harnevo (1993). Different phenomenen are explained by the different models, but none of the models exhibit all of what is observed clinically. This is partly due to the fact that much about this disease’s mechanics is still unknown. However, many of the major features can be simulated with even the simplest of models.

Perelson (1989) presented a simple model for the interactions of HIV in the immune system. Perelson et al. (1993) extended these previous results and rigorously established some of the model’s behavior seen in simulations. The model exhibited many of the characteristics of AIDS seen clinically: the long latency period, low levels of free virus in the body, and the depletion of CD4+ T4 cells. The effects of AZT were studied in a preliminary way. Here, we extend that model by including macrophages and monocytes, cells that are though to be reservoirs for HIV (Peluso et al., 1985). We also do a more complete study of AZT treatment, and compare therapy strategies particularly with regard to the timing of the initiation of AZT treatment.

Zidovudine (AZT) is presently one of the FDA approved drugs used in the treatment of HIV infected individuals. Three others also approved are in the dideoxynucleoside family. These drugs all work as inhibitors of reverse transcriptase. HIV is an RNA virus. When HIV infects a cell, its RNA is transcribed into DNA (a unique feature of a retrovirus). AZT interferes with this process—halting cellular infection and spread of the virus.

There is much available data on AZT treatment (e.g. McLeod et al., 1992; Hirsch. 1990). Many laboratories and clinics are keeping close accounts of patient treatment courses with respect to effectiveness and results. Of interest here is the fact that there are conflicting results as to whether treatment at the early stage of disease (defined as CD4+ T cell counts between 200–500/mm3 of blood) (Fischl. 1990; Graham, 1992) or later stage (below 200/mm3) (Hamilton, 1992; Cox, 1990) is better. Other questions regarding chemotherapy are whether the dosage should be large (defined as 800–1500 mg/day) or small (defined to be less than 700 mg/day) (Cooper, 1991), and what should be the duration of treatment (Volberding, 1990). Further questions involve the possibility of combined chemotherapy treatments, drug side effects, chemotherapy scheduling, and drug resistance. This paper deals specifically with the question of treatment stage, given a fixed time frame of two years for treatment, based on resistance and side effect developments.

18.2 Presentation of simple model

In order to generate a realistic model of infection by HIV, we need to take into consideration a number of features of the life history of the virus. HIV is a retrovirus. When it infects a CD4+ T cell (CD4+ T4 cell), the enzyme reverse transcriptase which it produces, makes a DNA copy of its genome. This DNA copy is then integrated into the DNA of the infected cell. The viral DNA, called the provirus.
will be duplicated with the cell's DNA every time the cell divides. Thus a cell, once infected, remains infected for life. Within a T cell the provirus can remain latent, giving no sign of its presence for months or years (Ho et al., 1987).

Stimulation of the T cell by antigen can lead to the production of new virus particles that bud from the surface of the infected cell. The budding can take place very rapidly, leading to the lysis of the host cell (this seems to be the case in CD4+ T4 cell infection), or it can take place slowly and spare the host cell, as seen in macrophages and monocytes.

Perelson (1989) and Perelson et al. (1993) modeled these events by considering cells that are uninfected, cells that are latently infected, i.e., that contain the virus but are not producing it, cells that are actively infected, i.e., that are producing virus, and the population of free viral particles. They described the dynamics of these populations by the system of ordinary differential equations that we give below.

Let \( T \) denote the concentration of uninfected CD4+ T4 cells, and let \( T^* \) and \( T^{**} \) denote the concentrations of latently infected and actively infected CD4+ T4 cells. The concentration of free infectious virus particles is \( V \). Definitions and numerical information for the parameters can be found in Table 18.1. We assume that the dynamics of the various populations are:

\[
\frac{dT}{dt} = s - \mu_T T + rT(1 - \frac{T + T^* + T^{**}}{T_{max}}) - k_1 VT, \tag{1}
\]

\[
\frac{dT^*}{dt} = k_1 VT - \mu_T T^* - k_2 T^*, \tag{2}
\]

\[
\frac{dT^{**}}{dt} = k_2 T^* - \mu_b T^{**}. \tag{3}
\]

\[
\frac{dV}{dt} = N\mu_b T^{**} - k_1 VT - \mu_V V. \tag{4}
\]

In (1), \( s \) is a source term and represents the rate of generation of new (presumably uninfected) CD4+ T4 cells. T cells have a finite life-span and die with rate \( \mu_T \) per cell. In (2), latently infected T cells are also assumed to have the same natural death-rate, \( \mu_T \), although other factors can augment the natural death rate (i.e. we assume that although the cell is a host to virion, it is unaffected by their presence). In (1), \( r \) represents the growth rate of T cells.

The other terms in (1) and (2) deal with the effects of HIV. The term \( k_1 VT \) models the rate that free virus \( V \) infects CD4+ T4 cells. Once a T cell has been infected, it becomes a latently infected or \( T^* \) cell; thus this term is subtracted from (1) and added to (2).

Equation (3) models the actively infected CD4+ T4 population. At rate \( k_2 T^* \), latently infected cells become actively infected. Actively infected cells produce virus and die at rate \( \mu_b \). Equation (4) models the free virus population. We assume that when an actively infected CD4+ T4 cell becomes stimulated through exposure to antigen, replication of the virus is initiated and \( N \) viruses are produced before the host cell dies. Free virus is lost by binding to uninfected CD4+ T4 cells at rate \( k_1 VT \). Infected cells tend to lose their CD4, and hence binding to infected cells is neglected. The next term, \(-\mu_V V \), accounts for viral loss of infectivity and/or removal from the body.
In the absence of virus, the T cell population has the steady state value

\[ T_0 = \frac{T_{\text{max}}}{2} \left[ 1 - \frac{\mu_T}{r} + \sqrt{(1 - \frac{\mu_T}{r})^2 + \frac{4s}{rT_{\text{max}}}} \right]. \]

Thus reasonable initial conditions for this system of equations are \( T(0) = T_0, \ T^*(0) = 0, \ T^{**}(0) = 0, \) and \( V(0) = V_0 \) for infection by free virus, or \( T(0) = T_0, \ T^*(0) = T_0^*, \ T^{**}(0) = T_0^{**}, \ V(0) = V_0 \) for infection by both infected cells and virus.

This system has two steady states. The first, when no virus is present (the uninfected steady state), occurs when \( T = T_0, \ T^* = 0, \ T^{**} = 0 \) and \( V = 0 \). The second (the endemically infected steady state) has each of the cell populations at positive values. We showed, in Perelson et al. (1993), that if the parameter \( N \) was below a critical value, \( N_{\text{crit}} \), the uninfected steady state is stable and the infected steady state is unstable. At \( N = N_{\text{crit}} \), the stability is exchanged through a transcritical bifurcation and the infected steady state becomes locally stable. For \( N > N_{\text{crit}} \), we could not show global stability because other bifurcations can occur. For example, stability can be lost for the infected steady state giving rise to stable limit cycles. We believe this only occurs for parameter values that lie outside of the biologically possible ranges.

In Perelson et al. (1993) AZT treatment was studied with this simple model. The model showed that if the number of virion produced per CD4+ T4 cell is forced below \( N_{\text{crit}} \) through AZT treatment, then the immune system can recover to state where the uninfected state is stable. Otherwise, infection still ensues.

### 18.3 Presentation of an extended model

We now extend this simple model by including the macrophage/monocyte (mac/mono) cell population. According to Meltzer et al. (1990), there are approximately 6000/mm³ white blood cells in a healthy human. No more than 5% of these are in the mac/mono population. Approximately 10% of these cells are CD4+ (Pauza, 1988), hence and initial condition for uninfected macrophages would be \( M(0) = 30/\text{mm}^3 \). The reasons for including the macrophage/monocyte cell populations are many. HIV is cytopathic in CD4+ T4 helper cells; however, macrophages/monocytes survive once infected, and slowly bud new virus particles. They, therefore, play a role as a viral source referred to as a reservoir. Also of importance is the fact that infected macrophages appears to be able to infect CD4+ T4 cells through presentation of antigen. We assume this happens at a rate of \( 1 \times 10^{-6} \) per day (MMWR, 1989: Unanue et al., 1968). Macrophages have a long life span, so we take the death rates to be \( 5 \times 10^{-3} \) per day (Delemarre et al., 1990).

Modifying equations (1)-(4) to include the macrophage terms, we have the following model describing the interactions of HIV in the immune system:

\[
\frac{dT}{dt} = s - \mu_T T + \frac{T - T^* + T^{**}}{T_{\text{max}}} - [k_1 V + k_3 M^*]T, \tag{5}
\]

\[
\frac{dT^*}{dt} = (k_1 VT + k_3 M^*T) - \mu_T T^* - k_2 T^*, \tag{6}
\]

\[
\frac{dT^{**}}{dt} = k_2 T^* - \mu_b T^{**}. \tag{7}
\]
\[
\frac{dT^*}{dt} = N\mu_b T^* + \Pi_M M^* - \mu_V V - k_1 VT,
\]
\[
\frac{dM}{dt} = \mu_M (E_M - M) - k_4 VM,
\]
\[
\frac{dM^*}{dt} = k_4 VM - \mu_M M^*
\]

Specific explanations of all terms in this model come directly from the simple model, except for the added macrophage terms. Here, in Equation (5), we have a further loss term due to infected macrophages infecting CD4+ T4 cells. In equation (6), this effect is represented as a gain term for the infected population. In equation (8), we have a new source term for viral production from infected macrophages. Here, we point out the differences between \( N \), which is a non-dimensional scalar representing the number of virus produced during the lifetime of an actively infected CD4+ T4 cell, and \( \Pi_M \) which is a rate of viral production per unit time in macrophages. However, both represent a production of new virion particles at some level. For the two new equations, (9) and (10), we represent the birth/death of macrophages as an equilibrium where we think of \( \mu_M \cdot E_M \) as the "source" for macrophages above some equilibrium, and \( \mu_M \) as a natural death rate. This is followed by a mass action infection term which is carried to the last equation as a source; and finally a loss term due to natural death. Notice, we have assumed that there is no latently infected macrophage population since the virus seems to always replicate once inside them. We also assume that macrophages produce virus at a slow constant rate, sparing the host cell, so there is only natural death, not death by bursting like that for infected CD4+ T4 cells.

### 18.4 Analysis of extended model

To begin the analysis of the larger system, we will first seek equilibrium solutions. Setting the left hand sides of (6), (7), (9), and (10) to zero yields

\[
T^* = \frac{k_1 VT + k_3 M^* T}{\mu_{T^*} + k_2},
\]

\[
T^{**} = \frac{k_2}{\mu_{T^*} + k_2} \left( \frac{k_1 VT + k_3 M^* T}{\mu_{T^*} + k_2} \right)
\]

\[
M = \frac{\mu_M E_M}{k_4 V + \mu_M},
\]

\[
M^* = \frac{k_4 V}{\mu_{M^*}} \left( \frac{\mu_M E_M}{k_4 V + \mu_M} \right)
\]

Substituting (12) and (14) into (8) we find

\[
\frac{dV}{dt} = N\mu_b \frac{k_2}{\mu_{T^*}} \left( \frac{k_1 VT + k_3 M^* T}{\mu_{T^*} + k_2} \right) + \Pi_M \frac{k_4 V}{\mu_{M^*}} \left( \frac{\mu_M E_M}{k_4 V + \mu_M} \right) - \mu_V V - k_1 VT
\]
The equation \( \frac{dV}{dt} = 0 \) has two possible solutions, \( \tilde{V} = 0 \) and

\[
\tilde{T} = \frac{\mu_V - \Pi_M \frac{k_4 V}{\mu^*} \left( \frac{\mu_M E_M}{k_4 V + \mu_M} \right)}{\left[ N \frac{\mu_b k_2 k_1}{\mu^*} - k_1 + N \frac{\mu_b k_2}{\mu^*} \left( \frac{k_3 k_4}{\mu^*} \frac{\mu_M E_M}{k_4 V + \mu_M} \right) \right]}
\]

If \( V = 0 \), then from (11), (12), and (14) \( T^* = T^{**} = M^* = 0 \). Substituting into Equation (11) and (13), we again find there exists one steady state in which the virus is totally absent, with the steady state values for \( \tilde{T} = T_0 \) as before and a steady state for the macrophage population being \( \tilde{M} = E_M \). For the other case, arising from the second solution, (15), we again, have an endemic infected steady state. In this state we have the following values: ((12) comes from \( \frac{d\tilde{T}}{dt} = 0 \))

\[
\tilde{T} = \frac{\mu_V \mu_T \mu_M \cdot (k_4 \tilde{V} + \mu_M) - \Pi_M k_4 \mu_T \mu_M E_M}{\mu_M \cdot (N \frac{\mu_b k_2 [k_1 k_4 + k_1 \mu_M + \mu_M E_M]}{\mu^*} - \mu_T k_1 (k_4 \tilde{V} + \mu_M))}
\]

\[
\tilde{T}^* = \frac{k_1 \tilde{V} \tilde{T} + k_3 \frac{k_4 \tilde{V}}{\mu^*} \left( \frac{\mu_M E_M}{k_4 \tilde{V} + \mu_M} \right)}{\mu_T}
\]

\[
\tilde{T}^{**} = \frac{k_2}{\mu_T} \tilde{V} \tilde{T} + k_3 \frac{k_4 \tilde{V}}{\mu^*} \left( \frac{\mu_M E_M}{k_4 \tilde{V} + \mu_M} \right)
\]

(19)

\[
\tilde{M} = \frac{\mu_M E_M}{k_4 \tilde{V} + \mu_M}
\]

(20)

\[
\tilde{M}^* = \frac{k_4 \tilde{V}}{\mu^*} \left( \frac{\mu_M E_M}{k_4 \tilde{V} + \mu_M} \right)
\]

(21)

\[
\tilde{V} = \frac{s - \mu_T \tilde{T} + r \tilde{T} \left[ 1 - \frac{\tilde{T}}{T_{max}} \right] - k_3 \tilde{M}^* \tilde{T}}{k_1 \tilde{T}}
\]

(22)

These steady states are in implicit form. To express them explicitly we must solve (22), the equation for \( \tilde{V} \). Substituting the expressions for \( \tilde{T} \) and \( \tilde{M}^* \) into (22), we get a fifth order polynomial in \( \tilde{V} \) of the form \( a \tilde{V}^5 + b \tilde{V}^4 - c \tilde{V}^3 + d \tilde{V}^2 + e \tilde{V} + f \). We wish to apply Descartes rule of signs to this polynomial to determine the number of positive roots. It is easy to show \( a > 0, b < 0 \) and \( f < 0 \) as they are all composed of terms of the same sign. However, the signs of the remaining coefficients could not be determined analytically. Checking the signs using the values given in Table 18.1, we find that all the remaining signs are negative. This would indicate that there is only one sign change in the quintic polynomial. hence only one positive root. Interesting additional analysis would investigate the possibility of multi-feasible steady states through parameter changes. We will refer to the one positive steady state value as \( \tilde{V} \), and continue to write the steady states in implicit form.
The Jacobian matrix for the system (5)-(10) is given by: 

\[
\begin{pmatrix}
\tilde{a} & -\frac{rT}{T_{\text{max}}} & -\frac{rT}{T_{\text{max}}} & -k_1\tilde{T} & 0 & -k_3\tilde{T} \\
k_1V + k_3\tilde{M} & -\mu_T - k_2 & 0 & k_1\tilde{T} & 0 & k_3\tilde{T} \\
0 & k_2 & -\mu_b & 0 & 0 & 0 \\
-k_1V & 0 & N\mu_b & -\mu_V - k_1\tilde{T} & 0 & \Pi_M \\
0 & 0 & 0 & -k_4\tilde{M} & -\mu_M - k_4V & 0 \\
0 & 0 & 0 & k_4\tilde{M} & k_4V & -\mu_M
\end{pmatrix}
\]

with

\[
\tilde{a} = s - \mu_T - k_1\tilde{V} + k_3\tilde{M} + r[1 - \frac{(2\tilde{T} + \tilde{T}^* + \tilde{T}^{**})}{T_{\text{max}}}].
\]

It can be easily shown that in both the uninfected and infected steady states with parameter values from Table 18.1, the value of \(\tilde{a}\) is negative.

For the uninfected steady state to be asymptotically stable we require that after an introduction of a small amount of virus, \(dV/dt < 0\). Setting \(T = \tilde{T}\) and \(V = \tilde{V}\) for the uninfected steady state values and examining (15), we find a restriction on \(N\) such that \(dV/dt < 0\), if and only if

\[
N < \frac{\mu_T(\mu_T - k_2)[\mu_V\mu_M - k_1\tilde{T}\mu_M - \Pi_M k_4 \cdot \mu_M E_M]}{\tilde{T}\mu_b k_2[k_1\mu_M - k_3 \cdot k_4\mu_E]}
\]

This condition is equivalent to a condition on \(\Pi_M\), namely,

\[
\Pi_M < \frac{-N\tilde{T}\mu_T k_2[k_1\mu_M - k_3k_4\mu_E] + \mu_T(\mu_T - k_2)[\mu_V\mu_M - k_1\tilde{T}\mu_M]}{k_4\mu_M E_M}
\]

Typical values for the parameters of \(N_{\text{crit}}\) yield a range of \(N_{\text{crit}} \in [1,420]\). Notice the dependence of \(N_{\text{crit}}\) on \(\Pi_M\). This dependence is one of the key features which separates the simple model from the macrophage model. In the previous model without macrophages, with the parameters given in Table 18.1, \(N_{\text{crit}} = 774\). Thus, including macrophages as another source of virus production decreases \(N_{\text{crit}}\) to the point where \(N\) will almost always be greater than \(N_{\text{crit}}\). Thus, HIV infections which would have died out in the absence of macrophages, are now able to persist if macrophages can be infected. Because the dynamics of the infection are governed by the parameters \(N\) and now \(\Pi_M\), we expect there to be some interactive component, depending on both. Figure 18.1 shows a two parameter bifurcation diagram for the stability of the steady states. The region in the lower triangular portion of the graph is where the uninfected steady state is locally stable, and the upper region is where the endemically infected steady state is locally stable.

At \(N = N_{\text{crit}}\), the uninfected and infected steady states merge, and, only for values of \(N > N_{\text{crit}}\), is the endemically infected steady state in the positive orthant. This situation is similar to the results in the simple model (Perelson et al., 1993). Also, there are parameters such that with \(N > N_{\text{crit}}\), stability of the endemically infected state may be lost, and limit cycles may appear through a Hopf bifurcation.

### 18.5 AZT and other drug treatments

There have been a few models examining the effects of AZT on the immune system once infected with HIV. For example, McLean and Nowak (1992) have presented a
model dealing with the complication of the onset of AZT-resistant strains of HIV during treatment. Agur (1989) and Cojocaru and Agur (1992) have examined the effects of chemotherapy on normal, uninfected cells through cell cycle drug protocols.

This paper deals specifically with estimating an efficacious therapy regime to insure benefits to the patient. We base this ‘benefit’ solely on an increase or retention of the CD4+ T cell count.

There is much clinical evidence to support the use of AZT in HIV infected individuals. Aside from the possibility of prolonging life in an HIV positive individual, it may make them less infectious to their sexual partners (Anderson et al., 1993). Controversy exist, however, among clinicians as to who should be treated, when they should be treated and with what dose. Some studies have shown that treatment intervention of patients with CD4+ T4 cell counts between 200 mm$^{-3}$ and 100 mm$^{-3}$ is the best possible approach (Fischl, 1990), and yet others argue treatment at the early stages of the disease with individuals who have little or no symptoms and higher than 200 mm$^{-3}$ CD4+ T4 cell count is the best therapy (Graham, 1992). The Concorde study was devoted entirely to this issue of early versus late treatment. The results of which seem to indicate that there may be no benefit from early treatment. A problem arising from the use of AZT is the multiple and sometimes harmful side effects, as well as the ineffectiveness of AZT after a certain time due to the capability of the virus to mutate and become resistant to AZT treatment. To mimic these effects, we only consider treatments that last two years, the typical time until resistance is observed (McLeod et al., 1992).
We introduce the affect of a drug that reduces viral replication by multiplying the parameters $N$ and $\Pi_M$ by the scalar step function

$$z(t) = \begin{cases} 
1 & \text{outside the treatment period} \\
P & \text{during the time of AZT treatment.}
\end{cases}$$

The parameters $N \cdot z(t)$ and $\Pi_M \cdot z(t)$ represent new virion production. Drugs such as AZT reduces virion production in a dose dependent manner. Therefore, $P$ is proportional to the dose of the drug. (Another interpretation for the proportion $P$ is that efficacy of the drug may differ from patient to patient: therefore, $P$ could also represent the varying effectiveness of the drug in halting viral reproduction.)

18.6 Numerical results

In Perelson et al. (1993), we studied the behavior of the simple T cell model extensively. We used a combination of bifurcation theory and direct numerical solutions to characterize the dynamical behavior of the model under a biologically realistic range of parameter values. We found results which best represented the clinical data (e.g Conner et al., 1993), were obtained when we allowed the source of CD4$^+$ T4 cells, $s$, to be a monotonically decreasing function depending on the viral concentration, $V$. This models the possibility for infection of T cell precursors. In order to use the most realistic dynamic models of HIV infection in our studies of AZT treatment, we also take

$$s = s(V) = s\theta/(\theta + V) \text{ with } \theta \text{ a scaling parameter.} \quad (23)$$

in the numerical studies reported below.

18.6.1 Models without AZT

Numerical calculations of the simple and extended systems yield the numerical solution curves seen in Figures 18.2 and 18.3. If we compare the results, we see that in the T cell only model (Figure 18.2), the depletion occurs over a period of approximately two years, whereas in the macrophage model (Figure 18.3), the depletion occurs over a four to five year period. In the T cell model, the level of infection, as measured by free virus, $V$, or by infected cells, $T^*$ and $T^{**}$, is much lower than in the macrophage model. Thus by acting as a reservoir the macrophages allow the occurrence of a much greater level of infection with. consequently, greater T cell depletion.

18.6.2 Effects of AZT

Using the extended model, which gave us realistic looking T cell depletion dynamics (c.f. Conner et al., 1993), we examine in Figure 18.4 the effects of a drug which reduces the number of infectious virions produced by infected CD4$^+$ T4 cells and macrophages by (a) 25%, (b) 50%, and (c) 90%. For simplicity of presentation we only report effects on the concentrations of uninfected T cells. In both Figures 18.4b and 18.4c, this reduction of $N$ changes the dynamics of the system in such a way
that $T$, rather than continuing to decline, begins to recover. The decline in $N$ switches the stability of the steady states because $N$ is now less than $N_{\text{crit}}$. If we were able to administer drug treatment for an unlimited amount of time, with no side effects, then, theoretically, we could suppress infection indefinitely. We also varied treatment protocol by beginning treatment at different starting points of disease progression, which is marked by numbers of CD$4^+$ T4 cells. We began treatment just after the CD$4^+$ T4 cell depletion begins, i.e. at 2 years, and after the CD$4^+$ T4 cell count had fallen below 200, i.e. after 4 years. If we examine the graphs in Figure 18.4, we see the CD$4^+$ T4 cell numbers are most affected by the treatment which is given at early stage of infection. The period of CD$4^+$ T4 cell counts which are high is longest in this region, indicating that greater benefit to the immune system is achieved. This early treatment benefit is only now realized, and has been suggested as a more optimal treatment strategy (Temin and Bolognesi, 1993); however, this does not directly agree with the Concorde study.

18.7 Discussion

Two models have been presented here, both of which display features of HIV and AIDS effects to the human immune system. This suggests that even models as simple as these may have great value in attaining an understanding of AIDS and HIV's role in in vivo infection.
Figure 18.3: Graph of the system of Equations (5–10) with the parameter values given in Table 18.1 (Shown are dependent variable populations \( T, T^*, T^{**}, V, \), \( \lambda \), and \( M^* \)). Notice that the CD4\(^+\) T4 cell depletion occurs more slowly than in Figure 18.2.

One of the interesting predictions of the extended model, as with that of the simple model is that \( N \), the number of virion produced per actively infected CD4\(^+\) T4 cell, needs to be above some critical level for HIV infection to persist and be fatal. There is evidence of different types of virion, referred to as ‘rapid/high’ and ‘slow/low’ (Fenyo et al., 1988; Nara et al., 1990). Rapid/high viruses grow rapidly in T cells and produce high numbers of new virus, whereas slow/low grow poorly in T cells. Slow/low virus, however, may grow well in macrophages, thus our two models can describe the survival of each of these populations separately.

The extended model served to reveal much beyond that of the simple model. First, the model exhibited slower depletion of CD4\(^+\) T4 cells as seen in many clinical cases. Second, the model lead to substantially greater depletion of T cells, even down to levels below 200 as seen in patients. Third, the critical virion production number was on the order of a ten times less than that of the simple model, implying persistence of infection in the presence of very few virions (although the initial inoculation may be large or small). And, lastly, using the extended model we were able compare the effectiveness of different treatment protocols for administering AZT, given that a patient can only receive benefit from the drug for a period of two years.

Our analysis of the simple model in Perelson et al. (1993) and our work here on the extended model reveal that if the effects of a drug force \( N \) below \( N_{crit} \), then CD4\(^+\) T4 cell depletion can be halted. Introducing AZT at the beginning of the CD4\(^+\) T4 cell depletion, when T cell counts are still high, seems to be the
Figure 18.4: Numerical results of AZT treatment for equations (5)-(10). The reduction in number of virion produced by CD4^+ T4 cells and macrophages is (a) 25%, (b) 50%, (c) 90%. The different graphs represent T cell concentrations with no treatment, treatment after 2 years.
most beneficial. Given in the early stages of disease, the drug increases the time until profound T cell depletion occurs, and hence it should increase the time before opportunistic infections become a problem. This can be seen in Figure 18.4. Given in late disease stage the drug causes a minor improvement in T cell numbers but probably not enough of a recovery to be protective. However, since treatment is administered only during a two year regime, in both cases the recovery is transient and once treatment is stopped T cell numbers continue their decline and the same final steady state is reached. Thus, treatment changes the dynamics of the disease but not its ultimate outcome.

In this paper we have spoken extensively about AZT treatment, however it should be clear that the results apply to any treatment that can reduce viral replication rates. In fact, AZT being a reverse transcription inhibitor rather than a direct viral replication inhibitor only indirectly affects viral load. Kirschner and Webb (1994), however, have proposed a different model using partial differential equations and have more mechanistically modeled the effects of AZT treatment.

Finally, it is worrisome that early treatment of HIV infection with drug chemotherapy may, and usually has, lead to resistance later on. This, of course, will reduce the time frame therapy can be administered. New research with 'cocktails' (more than one at a time) of drug chemotherapy have shown promise in addressing the problem, by reducing the chance of mutation for resistance (Chow and Hirsch et al., 1993; Meng et al., 1992). New work by Kirschner and Webb (1995) explores these issues.

### Table 18.1: Compilation of dependent variables, parameters and constants.

<table>
<thead>
<tr>
<th>Dependent Variables</th>
<th>Initial Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T^* ) = Uninfected CD4+ T4 cell population</td>
<td>1000 mm⁻³</td>
</tr>
<tr>
<td>( T^{**} ) = Latently infected CD4+ T4 cell population</td>
<td>0.0</td>
</tr>
<tr>
<td>( V ) = Infectious HIV population</td>
<td>( 1.0 \times 10^{-3} ) mm⁻³</td>
</tr>
<tr>
<td>( M ) = CD4+ macrophage/monocyte population</td>
<td>30 mm⁻³</td>
</tr>
<tr>
<td>( M^* ) = Infected macrophage/monocyte population</td>
<td>0.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters and Constants</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_T ) = death rate of uninfected CD4+ T4 cell population</td>
<td>0.02 d⁻¹</td>
</tr>
<tr>
<td>( \mu^{**} ) = death rate of latently infected CD4+ T4 cell</td>
<td>0.02 d⁻¹</td>
</tr>
<tr>
<td>( \mu_b ) = death rate of actively infected CD4+ T4 cell</td>
<td>0.24 d⁻¹</td>
</tr>
<tr>
<td>( \mu_v ) = death rate of free virus</td>
<td>2.4 d⁻¹</td>
</tr>
<tr>
<td>( \mu_M ) = death rate of uninfected mac/mono population</td>
<td>( 5 \times 10^{-3} ) d⁻¹</td>
</tr>
<tr>
<td>( \mu^{**}_M ) = death rate of infected mac/mono population</td>
<td>( 5 \times 10^{-3} ) d⁻¹</td>
</tr>
<tr>
<td>( k_1 ) = rate CD4+ T4 cells becomes infected by free</td>
<td>( 2.4 \times 10^{-5} ) mm³ d⁻¹</td>
</tr>
<tr>
<td>( k_2 ) = rate ( T^{**} ) cells convert to actively infected</td>
<td>( 3 \times 10^{-3} ) d⁻¹</td>
</tr>
<tr>
<td>( r ) = rate of growth for the CD4+ T4 cell population</td>
<td>0.03 d⁻¹</td>
</tr>
<tr>
<td>( k_4 ) = rate free virus infects mac/mono cells</td>
<td>( 10^{-6} ) d⁻¹</td>
</tr>
<tr>
<td>( N ) = number of free virus produced by ( T^{**} ) cells</td>
<td>1200</td>
</tr>
<tr>
<td>( \Pi_M ) = rate of free virus production by infected macrophages</td>
<td>300 d⁻¹</td>
</tr>
<tr>
<td>( k_3 ) = rate infected mac/mono infects CD4+ T4 cells (cell to cell)</td>
<td>( 10^{-6} ) d⁻¹</td>
</tr>
<tr>
<td>( E_M ) = equilibrium number for mac/mono population</td>
<td>30 mm⁻³</td>
</tr>
<tr>
<td>( T_{\text{max}} ) = maximum CD4+ T4 cell population level</td>
<td>( 1.5 \times 10^{3} ) mm⁻³</td>
</tr>
<tr>
<td>( s ) = source term for uninfected CD4+ T4 cells</td>
<td></td>
</tr>
<tr>
<td>if source is not constant, see eqn.(23)</td>
<td>( 10^{-1} ) mm⁻³</td>
</tr>
<tr>
<td>( \theta ) = scaling parameter for ( s(V) )</td>
<td>1</td>
</tr>
</tbody>
</table>
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